A Survey on how to Cross-Reference Web Information Sources

Abstract—The goal of giving information a well-defined meaning is currently shared by different research communities. Once information has a well-defined meaning, it can be searched and retrieved more effectively. Therefore, this paper is a survey about the methods that compare different textual information sources in order to determine whether they address a similar information or not. The improvement of the studied methods will eventually lead to increase the efficiency of documentary research. In order to achieve this goal, the first category of methods focuses on semantic measure definitions. A second category of methods focuses on paraphrase identification techniques, and the last category deals with improving event extraction techniques. A general discussion is given at the end of the paper presenting the advantages and disadvantages of these methods.
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I. INTRODUCTION

The quantity of the data on the web is increasing day after day in an immense way. This property is mainly due to the ease of creating web sites and the importance of social medias. In fact, and according to the analysis of Lawrence and Giles [31], the page number of World Wide Web doubles every two years. As a result, the difficulty in analyzing and retrieving information on the web increases with the growth of the number of pages. This problem proves the necessity of integrating knowledge in the web. This leads us to the purpose of converting the current web, dominated by unstructured and semi-structured documents into a “web of data” that can be processed and analyzed by machines.

This paper focuses on one aspect, which is how to improve cross-referencing of web information sources. This basically means linking the different textual information sources that share similar meanings. In order to reach this goal, one must focus on extracting knowledge, and precisely extracting events from different web information sources. However, extracting useful structured representation of events from a disorganized source like the web is a challenging problem. As one can express a single event in thousands of ways in natural language sentences. Therefore, paraphrase identification, which determines whether or not two formally distinct strings are similar in meaning is an effective way to solve this problem. Furthermore, in order to identify whether two expressions are paraphrases or not, these techniques rely on evaluating the semantic measure between these expressions.

Next section presents the definition and general concepts of semantic measure. Section three deals with the different approaches of cross-referencing information by discussing the following main approaches: Semantic measure definitions, paraphrase identification and event extraction. Finally, before concluding, the last section discusses the limits and the complementarity of these methods.

II. CONTEXT

In order to compare cross-referencing methods of web information sources, one must try to evaluate the Semantic Measure between concepts. Semantic Measure is normally a philosophic term. It is a point of view which differs from one person to another regarding the semantic links strengths between two concepts. Trying to computerize this philosophic term, in order to compare different textual information, is a complex task and requires to perform high-level language processing. However, the evaluation of the Semantic Measure between two concepts depends firstly on the type of the semantic links, and secondly on the type of knowledge resources.

A. Semantic Measures Types

In order to compare two concepts, and precisely two textual information sources in the case of documentary research, one must evaluate the semantic measure between these sources. However, semantic measure is a generic term covering several concepts:

- **Semantic relatedness**, which is the most general semantic link between two concepts. Two concepts do not have to share a common meaning to be considered semantically related or close, they can be linked by a functional relationship or frequent association relationship like meronym or antonym concepts. (e.g. Pilot “is related to” Airplane)

- **Semantic similarity**, which is a specific case of semantic relatedness. Two concepts are considered similar if they share common meanings and characteristics, like synonym, hyponym and hypernym concepts. (e.g. Old “is similar to” Ancient)

- **Semantic distance**, is the inverse of the semantic relatedness, as it indicates how much two concepts are unrelated to one another.

B. Knowledge Resources Types

The evaluation of the semantic measure strongly depends
on the level of knowledge of the person comparing different concepts, which is the knowledge resource in the case of a machine trying to perform this task. For instance, the relationship of the two terms “Titanic” and “Avatar” does not exist at all for a given person. But, another person identifies them as related since these terms are both movie titles. Furthermore, a movie addict strongly relates these two terms, as they are not only movie titles, but these movies also share the same writer and director. Therefore, we can see the influence and the importance of the knowledge resources (level of knowledge for humans) in the evaluation of the semantic measure between two concepts.

Different knowledge sources are used in different approaches. Some of the approaches use only one knowledge source, while other approaches use several ones. Among the most common sources, we can find structured sources like ontologies and the DBPedia, semi-structured sources like Wikipedia and unstructured sources like textual data from the web.

1) Structured Sources

Ontologies

The word ontology is generally used to mean different things, e.g. glossaries & data dictionaries, thesauri & taxonomies, schemas & data models, and formal ontologies & inference. These different databases have the same goal, to provide information on the meaning of elements. One of the most used ontologies is the large English lexical database WordNet. In WordNet, there are four commonly used semantic relations for nouns, which are hypernym/hyponym (is-a), part meronym/part holonym (part-of), member meronym/member holonym (member-of) and substance meronym/substance holonym (substance-of). A fragment of (is-a) relation between concepts in WordNet is shown in Figure 1. We can also find many other popular general purpose ontologies like YAGO and SENSUS, and some domain specific ontologies like UMLS and MeSH (for biomedical and health related concepts), SNOMED (for clinical healthcare concepts), GO (for gene proteins and all concerns of organisms) and STDS (for earth-referenced spatial data).

However, the use of ontologies shows some limitations in their low coverage (e.g. containing few proper names) and in their need for experts to supply their knowledge, which make it difficult to be expanded and updated.

DBPedia

DBPedia is a project aiming to extract structured contents from Wikipedia, by allowing users to query sophisticated queries containing relationships and properties. Its structure combined with a very large amount of data, makes DBPedia a reliable and important source of knowledge for several applications including semantic measurements.

2) Structured Sources

Wikipedia

Wikipedia is the most popular internet encyclopedia, and the seventh most popular website in the world according to Alexa’s latest web data analysis [32]. Therefore, being the Internet’s largest and most popular general reference work makes Wikipedia one of the most used knowledge resource in this field. Though the fact that it covers most of the fields and domains, and contains lot of proper nouns. It is not as important as the web to discover and evaluate semantic relatedness. Actually you cannot always find semantic related terms in the same Wikipedia article.

3) Unstructured Sources

Web

The web is now the biggest and the fastest growing source of information on earth. Therefore, it is one of the most important knowledge resource. Even though the number of experts is small compared to the total number of internet users, which can make it sometimes an unreliable source of information, it can still be easy to remove the noise in order to extract relevant information.

4) Discussion

From Table I, which represents a summary of the characteristics of the knowledge resources mentioned in this section, we can derive that every resource has its own different characteristics. Therefore, we cannot conclude which one is the better resource in general, but we can conclude which one would be the most recommended in a specific use. For instance, if the high amount of information, the wide coverage and the high growth rate are our interest, it would be recommended to use the web as knowledge resource. On the other hand, if the use of a structured source is our interest, it would be recommended to use ontologies or DBPedia as our knowledge resource. And finally, if an average of all the characteristics is demanded, Wikipedia or also DBPedia would be the best fitting solutions in this case.
In the next section, we briefly discuss some of the proposed methods working on improving semantic measures, paraphrase identification and event extraction.

### III. CROSS-REFERENCING METHODS PROPOSALS

Three sections present the main cross-referencing methods for web information sources:

**A. Semantic Measures**

In order to improve cross-referencing methods for web information sources, semantic measures, and precisely semantic similarity definitions are proposed. These measures can normally be grouped into five categories: Path Length-based measures, Information Content-based measures, Feature-based measures, Distributional-based measures and Hybrid measures.

1) **Path Length based measures**

All approaches based on this type of measure, consider that the similarity between two concepts depends on the length of the path linking these two concepts and the positions in the taxonomy. In path length-based measures, the concepts are represented by nodes and the relationship between the concepts are represented by edges.

One basic approach is the shortest path-based measure, which consists in calculating the similarity measure based on the shortest path length between two concepts $c_i$, as in Eq. 1. For instance, and referring back to Figure 1, the similarity measure between the concepts “People” and “Pets” would be equal to the similarity measure between “Rottweiler” and “Bulldog”, because they share the same length between each other.

\[
sim(c_1, c_2) = 2 \cdot \text{Max}_\text{depth} - \text{Length}(c_1, c_2) \tag{1}
\]

*Max_depth: The maximum depth$(c_i)$ of the taxonomy.

*Length$(c_i, c_j)$: The length of the shortest path from $c_i$ to $c_j$.

Another similarity definition introduced by Leacock and Chodorow [26], also depends on the shortest path length between two concepts as shown in Eq. 2. Therefore, the same results are obtained as the previous example.

\[
sim(c_1, c_2) = -\log \frac{\text{Length}(c_1, c_2)}{2 \cdot \text{Max}_\text{depth}} \tag{2}
\]

In addition, Wu and Palmer [27] introduces a new similarity definition, that takes into account the position of the most specific common parent of the two concepts. Therefore the similarity between two concepts depends not only on the path length between these concepts, but also on the depth of their lowest common parent in the taxonomy as shown in Eq. 3. In this case, sim(People, Pets) is different than sim(Rottweiler, Bulldog) as the depths of their respective common parent “Mammals” and “Dogs” are different.

\[
sim(c_1, c_2) = \frac{2 \cdot \text{Depth}(\text{Iso}(c_1, c_2))}{\text{Length}(c_1, c_2) + 2 \cdot \text{Depth}(\text{Iso}(c_1, c_2))} \tag{3}
\]

*Depth$(c_i)$: The length from $c_i$ to the global root concept.

*Iso$(c_i, c_j)$: The lowest common parent of $c_i$ and $c_j$.

2) **Information Content based measures**

In this kind of similarity measure, all approaches measure similarity based on the information content of each concept. The more common information two concepts share, the more similar these concepts are.

This method of measuring similarity is used by Resnik [8], who introduced in 1995 a similarity definition based on the notion of information content, using just taxonomic “is-a” links in general, with the addition of some other links such as “part-of”. This approach assumes that for two given concepts, similarity depends on the information content that subsumes them in the taxonomy. Therefore in a hierarchy, the more general (the closest to root) the first common parent of two concepts is, the lower the similarity between them. As figured in Eq. 4, this similarity definition depends solely on the least common parent, therefore sim(People, Pets) = sim(Outfield Players, Bulldog) because they share the same least common parent: “Mammals”.

\[
sim(c_1, c_2) = -\log p(\text{Iso}(c_1, c_2)) \tag{4}
\]

Similar to Resnik, Lin [1] proposes another similarity definition based on the information content. It focuses on finding a definition that achieves two goals. The first goal is the **Universality**, by being able to use his definition in all probabilistic models (which are integrated in very different domains). The second goal is **Theoretical Justification**. The definition contains the same components as Resnik’s measure, however the combination is not a difference, but it is a ratio as formulated in Eq. 5.

\[
sim(c_1, c_2) = \frac{2 \cdot \log p(\text{Iso}(c_1, c_2))}{\log p(c_1) + \log p(c_2)} \tag{5}
\]
In addition, Jiang and Conrath [4] calculates semantic distance in order to obtain the semantic similarity between two concepts, knowing that semantic distance is the opposite of semantic similarity. As formulated in Eq.6, the distance between two concepts is the difference between the sum of the information content of the two concepts and the information content of their most informative parent.

\[ \text{sim}(c_1, c_2) = 2 \cdot \log p(\text{iso}(c_1, c_2)) - \log p(c_1) + \log p(c_2) \]  

(6)

3) Feature based measures:

Feature based measures, unlike the previous measures, are independent from the taxonomy and the parents of the concepts. These types of approaches are based on the assumption that each concept is described by a set of words that indicates their definitions and properties (features). And the more common features two concepts have, and the less non-common features they have, the more similar these two concepts are.

The Tversky measure [29] takes into account the features of terms to compute similarity between concepts, while ignoring the position and the content of those terms. This measure (Eq.7) considers that similarity is not symmetric, as features between a subclass and its superclass have a larger contribution to the similarity evaluation than those in the inverse direction.

\[ \text{sim}(c_1, c_2) = \frac{|C_1 \cap C_2|}{|C_1 \cap C_2| + \alpha|C_1 - C_2| + (\alpha - 1)|C_2 - C_1|} \]  

(7)

*\(\alpha \in [0,1]\): The relative importance of the non-common characteristics (the value of \(\alpha\) increases with commonality and decreases with the difference between the two concepts).

In addition, Petrakis et al. [30] proposes a feature-based function called X-similarity, which proposes a matching between words extracted by parsing their term definitions (“glosses” in WordNet or “scope notes” in MeSH). This measure is considered as a cross ontology semantic similarity, which means that it compares terms from different ontologies (WordNet and MeSH), but it can also be used for matching terms in the same ontology. Two terms are similar if the concepts of the words and the concepts in their neighborhoods are lexically similar, i.e. the more common words the definition of the concepts have, the more similar they are (and the reverse).

4) Distributional based measures:

In this kind of approaches, similarity measure is based on the assumption that semantically close terms tend to appear in similar context.

This type of approach is used by Cilibrasi and Vitanyi [2], which proposes a similarity definition based on a background contents consisting of a documents database. The main idea of this proposal is to find similarity relations between two objects, by just using the number of documents (number of web pages in this case) in which the objects occur alone and together using a search engine (Google in this case). After obtaining the desired numbers, we can calculate the normalized Google distance (NGD) using Eq. 8, which gives a number between 0 and 1 to indicate the relationship between the two terms, knowing that 0 means that the two objects are identical and 1 means the non-existence of any relation between the two objects.

\[ \text{sim}(c_1, c_2) = \frac{\max(\log f(c_1), \log f(c_2)) - \log f(c_1, c_2)}{\log N - \min(\log f(c_1), \log f(c_2))} \]  

(8)

*\(f(c)\): The number of pages containing \(c\).

*\(f(c, c_i)\): The number of pages containing both \(c\) and \(c_i\)

*\(N\): Number of Pages indexed by Google.

Another similarity measure, proposed by Hindle [33] depending on mutual information estimated from text. The general idea in this approach is that “In any natural language there are restrictions on what words can appear together in the same construction. In particular, there are restrictions on what can be arguments of what predicates”. Therefore, each noun will be characterized according to the verbs that it occurs with, then the nouns that appear the most in a similar context will be grouped together. For example, “Pizza”, “Burger” and “Laptop” can all appear with the verbs “Sell” and “Buy”, but only “Pizza” and “Burger” can appear with the verb “Eat”. Which involves that “Pizza” and “Burger” are more similar to each other than they are similar to “Laptop”.

5) Hybrid measures:

This type of approaches combines the ideas presented above in order to obtain a similarity definition with a higher accuracy than most of the basic edge-counting measures.

An application of this type of measure in Pedersen’s et al. approach [3], where they used the lexical database WordNet to improve semantic measures concept by defining similarity using six already mentioned measures : Three measures based on path length between concepts (Path, Leacock & Chodorow, and Wu & Palmer) and three others based on information content (Resnik, Lin, and Jiang & Conrath) and defining relatedness using three measures. They showed their proposition using a software named WordNet::Similarity, which takes the two terms as input and returns a number representing the degree of similarity or relatedness.

In addition, Knappe [34] defines a similarity measure between two concepts upon the set of all possible paths in the graph, using the information of generalization and specification as in Eq. 9.

\[ \text{sim}(c_1, c_2) = p \cdot \frac{|\text{Ans}(c_1) \cap \text{Ans}(c_2)|}{|\text{Ans}(c_1)|} + (1 - p) \cdot \frac{|\text{Ans}(c_1) \cap \text{Ans}(c_2)|}{|\text{Ans}(c_2)|} \]  

(9)

*\(p \in [0,1]\): The generalization influence degree

*\(\text{Ans}(c_i)\): The ancestor nodes of \(c_i\).
Finally, Zhou et al. [35] proposes a hybrid similarity measure that takes into account information-based measures and path-based measures as parameter as in Eq. 10.

\[
sim(c_1, c_2) = 1 - k \cdot \frac{\log \left( \frac{\text{Length}(c_1, c_2) + 1}{2^{(\text{Max depth} - 1)}} \right)}{\log (2^k)} - (1 - k) \cdot ((IC(c_1) + IC(c_2) - 2 \cdot IC(\text{ISO}(c_1, c_2))) / 2)
\]  

\(k\): Parameter that needs to be adapted manually for good performance. (If \(k = 1 \rightarrow \text{Eq. 10: Path-based measure}; \) If \(k = 0 \rightarrow \text{Eq. 10: Information Content based measure})

\(IC\): Information content

6) Discussion

The Table II contains the comparison of the principles, the advantages and disadvantages of the presented type of Similarity Measures.

**TABLE II. Comparison of the different Semantic Measures Categories**

<table>
<thead>
<tr>
<th>Category</th>
<th>Principle</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Path Length based measures</td>
<td>Function of path length between concepts and their positions in the taxonomy</td>
<td>Simple to understand and implement</td>
<td>Two concepts with: 1- The same common parent. 2- Equal lengths of shortest path. will have the same similarity</td>
</tr>
<tr>
<td>Information Content based measures</td>
<td>The more common information two concepts share, the more similar these concepts are</td>
<td>1- Symmetric 2- Takes the information content of concepts into account</td>
<td>Two concepts with: 1- The same common parent 2- The common parent. will have the same similarity</td>
</tr>
<tr>
<td>Feature based measures</td>
<td>Concepts with more common features and less non common features are more similar</td>
<td>Takes concepts' features into account</td>
<td>Not effective when there is not a complete features set</td>
</tr>
<tr>
<td>Distribution based measures</td>
<td>Similar concepts tend to appear in similar context</td>
<td>Works in all languages</td>
<td>1- Not effective with polysemic and empty words 2- Requires a large context</td>
</tr>
<tr>
<td>Hybrid measures</td>
<td>Combine multiple information sources</td>
<td>Distinguishes well different concepts pairs</td>
<td>1- Complex to implement 2- Needs to manually adapt parameters</td>
</tr>
</tbody>
</table>
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B. Paraphrase Identification

In addition of proposing semantic measure definitions, paraphrase identification corresponds to the ability of determining the semantic similarity between two distinct strings. This is an important factor to improve cross-referencing methods for web information sources. However, we shall distinguish between the two terms **paraphrasing** and **textual entailment**. Two sentences or two longer natural language expressions are considered as a paraphrase for one another, if the two carry almost the same information. On the other hand, one sentence or one natural language expression is considered as a textual entailment of another, when by reading the first sentence you can infer that the second one is most likely also true. In fact, paraphrasing can be seen as bidirectional textual entailment, which leads that methods from the two areas are often similar. For example, (A) and (B) are paraphrases, and each one textually entails (C), as knowing that the Eiffel Tower is visited by many tourists, a human can normally infer that Paris has many tourists.

(A) The Eiffel Tower is visited by thousands of tourists every year.

(B) Each year, thousands of people come to see the Eiffel Tower.

(C) We can find many tourists in Paris.

Many methods have been proposed that are related to paraphrasing and textual entailment. These methods can be classified into three categories [36]: Whether they perform paraphrase or textual entailment, **recognition, generation, or extraction**. The methods concerned about improving paraphrase generation are beyond the scope of this paper, as we are only interested in studying the methods that identify paraphrases, not the methods that generate them from a natural language expression.

1) **Paraphrase and textual entailment recognition**

These type of methods, judge whether or not a pair of natural language expressions are paraphrases or a correct textual entailment pair. The judgment is normally probabilistic, and serves to agree as much as possible with the judgment of humans.

The first set of approaches are **logic-based**, as they tend to represent the natural language expressions in a logical meaning, and then use theorem provers to check if these expressions are paraphrases or a pair of logical entailment. This kind of approaches requires the use of knowledge resources, like WordNet in Bos and Market’s approach [37], Extended WordNet in Russ and Moldovan’s approach [38], or FrameNet in Baker’s et al. approach [39]. An example of the usage of logical expressions in paraphrasing: A “pianist” is a hyponym (a specific case) of “musician” in WordNet. Therefore the following logical expression could be used to detect paraphrases or textual entailment in some cases:

\[ \forall x \text{ Pianist}(x) \Leftrightarrow \text{Musician}(x) \]

A different and a much less explored type of approach, that uses **vector space models of semantics** are employed to recognize paraphrases and textual entailment. This type of
Several paraphrase and textual entailment recognition approaches operate at the syntax level. This type of approach, used by Melcuk [45] and Kubler et al. [46], employ dependency grammar parsers, that output a graph (usually a tree) whose nodes are the words of the expression and whose edges correspond to syntactic dependencies between words. For instance, we can see in Figure 2 [36] how the two expressions look very similar when viewed at the level of dependency trees, despite their differences in word order. We mention that these two expressions are not paraphrases, but (I) textualy entails (H) because it contains the word “young”.

Another type of approach, recognizes paraphrases via similarity measures operating on symbolic meaning representations. This type of approach, used by Haghhighi [47] and Marquez et al. [48], also uses graphs like the previous approaches. However, the edges of the graphs do not correspond to syntactic dependencies, but they reflect semantic relations figured in the input expressions. In order to compute these semantic relations, and as mentioned in Section II, different knowledge resources like FrameNet, PropBank and WordNet are used. This kind of approach is effective with paraphrases like (J) and (K) that have very similar meanings, with very few common words.

(F) The reputation of this man is going up.
(K) This guy’s popularity is increasing.

2) Paraphrase and textual entailment extraction

Extraction methods, unlike recognition methods, does not classify input natural language expressions as paraphrases or not. However, their objective is to extract paraphrases or textual entailment pairs from large corpora. Paraphrase and textual entailment extraction are considered as a type of event extraction, which we discuss later in this paper. For instance, Manning and Shuette [49] proposes to represent by a vector all the word n-grams that occur in a large corpus with their left and right contexts. It considers as paraphrases the n-grams that occur frequently in similar contexts, by comparing their vectors using similarity measures like the ones discussed previously. In addition, Lin and Pantel [50] extends the distributional hypothesis type of approach, by operating it in their well-known method DIRT at the syntactic level.

In addition, Szpektor et al. [51] applies bootstrapping in their approach TEASE to extract paraphrases. TEASE starts with a lexicon of terms of a knowledge domain (e.g. names of symptoms and diseases in a case of a medical domain). These lexicons could well be automatically constructed from domain-specific corpus (medical articles in this case) using term acquisition techniques. Then TEASE identifies noun phrases that co-occur frequently with each term of the lexicon, to use them as seed slot values in order to obtain templates. Finally, these templates are used in order to obtain more slot values. Figure 3 [36] shows an example of generating paraphrases by bootstrapping.
Finally, Barzilay and Lee [52] propose a paraphrase extraction method based on multiple-sequence alignment. Firstly, this approach starts by applying hierarchical complete-link clustering to sentences from two comparable corpora (different sources of the same gender, e.g. news articles from two press agencies). After obtaining clusters of sentences referring to events of the same type (event like “bomb attacks” in general, not a particular bomb attack), a word lattice was produced by aligning the cluster’s sentences with multiple sequence alignment as shown in Figure 4 [36]. The two lattices <Slot 1> <bombed> <Slot 2> and <Slot 3> <was bombed by> <Slot 4> were drawn from different corpora. In the first lattice we have the sentence, which is represented by a path from start to end, “Planes bombed Baghdad”. In the second lattice we have the sentence “Baghdad was bombed by planes”. Finally, we deduce that the two lattices may well be paraphrases, where Slot 1 is assimilated with Slot 4, and Slot 2 is assimilated with Slot 3.

C. Event Extraction

Finally, the last step to improve cross-referencing methods for web information sources is working on improving event extraction techniques. Event extraction, which is a common application of text mining, is the process of deriving high quality information from a certain text by identifying events. An example of a category of events is “sports matches” by considering the representation <Team> <Play Against> <Team>. A representation of this event category can be extracted from news message headers such as “Manchester United hosted Liverpool”, “Lakers will face Knicks”, or “Real Madrid played against Barcelona”.

However, as Hogenboom et al. [10] cite, we can distinguish between three main methods of event extraction: data-driven event extraction, knowledge-driven event extraction, and hybrid event extraction.

1) Data-Driven Event Extraction

This type of Event Extraction includes all approaches that aims to convert data into knowledge. Data-driven approaches are based on word frequency counting, word sense disambiguation, N-grams and clustering, and relies only on quantitative methods to discover relations, such as the use of statistics, machine learning, linear algebra, information theory and probabilistic modeling. These approaches discover

We can notice from this table, that all approaches used in paraphrase or textual entailment extraction, can also be used in their generation. In addition, we can see that both extraction and generation approaches are rarely used for paraphrase or textual entailment recognition and vice versa.
relations in corpora without considering semantics, and require a large amount of data to get statistically solid results, without requiring any linguistic resources or expert knowledge.

Several examples of the usage of this type of approach can be found in literature. For instance, Okamoto et al. [11] presents in 2009 a method for detecting occasional or volatile locale events such as events in restaurants or singers on street corners, by applying a two-level hierarchical clustering method using time-series blog entries collected with search queries. In addition, Liu et al. [12] in 2008, also uses clustering techniques after modeling entities and news documents as weighted undirected bipartite graph, in order to extract important events from daily web news. Finally, in 2005, Lei et al. [14] employs word-based statistical text mining, based on the use of subject extraction and an improved support vector machine in order to detect news and unreported real-life events.

2) Knowledge-Driven Event Extraction

Contrary to Data-driven methods, this type of event extraction includes all approaches that extract knowledge through representation and exploitation of expert knowledge. In order to extract information, these approaches use predefined or discovered linguistic patterns. These patterns can be either lexico-syntactic patterns or lexico-semantic patterns. In lexico-syntactic patterns, there are basically two important tasks to be performed. The first task is to identify the constituents (or sentence fragments) that a particular sentence is composed of. And the second task is to assign the exact roles to individual words, taking into consideration the grammatical rules of a language and a description (grammar) of how words can be put together in that language. For instance, taking the following sentence: “Most European countries, especially France, Germany, and Spain have good football teams”. Applying a lexico-syntactic pattern that indicates the hyponymy (a type-of) relationship:

\[ NP [,] especially \{NP ,\}*\{or | and\} NP \]

We can derive the following sentence fragments: hyponym (“France”, “European Country”), hyponym (“Germany”, “European Country”), and hyponym (“Spain”, “European Country”). However, at the lexico-semantic level, word disambiguation and occasionally the introduction of new alternative concepts in the representation of a text take place. Lexico-semantic procedures are normally used for augmenting syntactic analysis. Several attempts have been made for extracting events using mostly manually created lexico-syntactic patterns. For example, in their 2009 work, Nishihara et al. [15] proposes a system that uses lexico-syntactic patterns to split sentences in order to obtain personal experiences from blogs by visualizing an event as three kinds of pictures: action, object, and place.

A similar approach can be found in [16], where Aone et al. developed in 2000 an event extraction system using also lexico-syntactic patterns covering a wide range in the domains of finance and politics. This system consists of three specialized pattern-based tagging module, a high-precision coreference resolution module, and a configurable template generation module.

In 2001, Yakushiji et al. [17] designs and implements a system to extract information in biomedical domain, based on full parsing with a large-scale, general-purpose grammar. Firstly the parser is used to convert text into canonical structure, and then a lexico-syntactic pattern is applied in order to extract information.

In the last example of the lexico-syntactic patterns employment, Xu et al. [18], proposes in 2006 an approach to automatically detect events in prize-winning domain by learning patterns that signals the mentioning of such events. This approach is based on interpreting the event types as relations and starts with a set of seeds (which are semantic relations e.g. Subject “Company” – Verb “Appoint” – Object “Person”).

In order to solve some of the limitations caused by using only lexico-syntactic patterns, different approaches have been proposed based on employing lexico-semantic patterns. For example, Li et al. [19] introduces a method to automatically discover event pattern in Chinese from stock market bulletin, based on the tagged corpus and the domain model. In addition, Cohen et al. [20] employs in 2009, a concept recognizer on a biological domain in order to extract medical events from corpora, taking into account the semantics of domain concepts.

And finally a similar approach is used by Vargas-Vera and Celjuska [21] in 2004, proposing a system that learns and apply lexico-semantic pattern in order to recognize events on news stories from Knowledge Media Institute (KMI) news articles.

3) Hybrid Event Extraction

In order to improve results by benefiting from the advantages of Data-driven and Knowledge-driven event extraction approaches, several approaches were proposed based on combining techniques from these two approaches. Most hybrid systems are based on Knowledge-Driven approaches aided by Data-Driven methods, in order to solve the lack of expert knowledge or apply bootstrapping to boost extraction performances. For instance, in 2008, Tanev et al. [13] uses clustering methods to automatically tag words, in order to extract violent and disaster events from online news and to automatically learn patterns from discovered events.

In addition, Cimiano and Staab [22] uses hybrid approaches in their software PANKOW to solve the lack of expert knowledge in pattern-based approaches. It was done by adding statistics methods using Google API to count the number of occurrences of a certain semantic or ontological relation.
Another use of Hybrid Event Extraction approaches in Jungermann and Morik’s [23] approach in 2008, where they studied the case of extracting events from the minutes of plenary sessions of the German parliament. This case is part of developing a Question-Answering approach based on combining lexico-syntactic patterns with conditional random fields.

And finally, Chun et al. [24], develops a new unsupervised approach in order to extract events from biomedical literature based on using lexico-syntactic patterns in addition to term co-occurrences information and pattern score.

4) Discussion

From the results presented in Table IV, which provides a summary of the event extraction methods discussed, we derive that in terms of data usage, knowledge-driven event extraction methods require the least amount of data while data-driven methods require the most. On the other hand, we notice that data-driven methods require the least knowledge and expertise, while knowledge-driven methods require the most. And finally, we can derive that knowledge-driven methods and especially the ones based on lexico-semantic patterns are normally the easiest to be translated to a human-understandable format, while data-driven methods are the worst in this case. We can also conclude that hybrid event extraction methods shows always a compromise between the two other methods, as this type of event extraction needs a medium amount of data usage (due to the use of data-driven methods), a medium amount of expert knowledge (lack of domain knowledge can be compensated by the use of statistical methods), and a medium level of interpretability (more difficult than knowledge-driven methods due to the addition of data-driven methods)

<table>
<thead>
<tr>
<th>Method</th>
<th>Data</th>
<th>Knowledge</th>
<th>Expertise</th>
<th>Interpretability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Knowledge</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Hybrid</td>
<td>Medium</td>
<td>Medium</td>
<td>High</td>
<td>Medium</td>
</tr>
</tbody>
</table>

IV. DISCUSSION

The current paper discusses a large variety of approaches to natural language processing from diverse fields. When focusing on cross-referencing web information sources, one must instantly focus on extracting knowledge from these sources. But extracting knowledge from such dynamic and vast source is considered as the main challenge. However, we believe that using the features of the web, and considering them as characteristics instead of disadvantages will be the key. As we know, none of the knowledge resources mentioned will ever keep track with the web’s development speed other than the web itself. As presented in Table I, we can always see the compromise between the size, the coverage, the structure and the growth of the knowledge resources. Nevertheless, we believe that improving the web’s lack of structure will be the most efficient solution. In addition to choose the web as a start to extract knowledge, selecting the most suitable event extraction technique will be vital for any approaches’ chance of success. Therefore, we suggest to benefit from the large data offered by the web, and consider data-driven approaches as the most suitable event extraction techniques. These approaches aim at converting data into knowledge relying on quantitative methods such as clustering and the use of statistics. However, event extraction techniques, as we mentioned in section I, depend on paraphrase identification methods to identify events expressed in different ways. Therefore, choosing paraphrase extraction approaches based on distributional hypothesis, and paraphrase recognition approaches based on surface string similarity, are a good solution as they both depend directly on semantic measures, which can be used to benefit from the presence of large context like the use of distributional based measures.

Since no approach is yet proved as the most efficient and reliable, one must choose, regarding the context of the issue, the most suitable combination of approaches. This choice depends in the first place on the knowledge resource used, then the event extraction technique. Finally, it depends on the best match between the paraphrase identification techniques and the similarity measure.

V. CONCLUSION

Cross-referencing web information sources is becoming one of the most important research fields. Its importance is due to the necessity of developing the existing web into a more intelligent and meaningful web. A web where machines are able to analyze and retrieve all of its data. However, this idea is not realized yet, which is why it is expected to see many other approaches in the near future. This paper is considered as a start on integrating knowledge in the web, by providing an advanced examination of cross-referencing methods of web information sources. In order to examine these methods, we started by investigating the most recognized semantic measures that can be used to evaluate the resemblance between concepts or groups of concepts. Then, we studied approaches on paraphrase and textual entailment identification. Finally, we investigated approaches to event extraction from text. They can be clustered into into three types: data-driven, knowledge-driven and hybrid event extraction methods. In addition to cross-referencing web information sources, these approaches can be used in several other natural language processing tasks including question answering, text summarization, text generation, and machine translation applications.
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